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Human cognition has a limited capacity that is often attributed to the brain having finite cognitive
resources, but the nature of these resources is usually not specified. Here, we show evidence that
perceptual interference between items can be predicted by known receptive field properties of the visual
cortex, suggesting that competition within representational maps is an important source of the capacity
limitations of visual processing. Across the visual hierarchy, receptive fields get larger and represent
more complex, high-level features. Thus, when presented simultaneously, high-level items (e.g., faces)
will often land within the same receptive fields, while low-level items (e.g., color patches) will often not.
Using a perceptual task, we found long-range interference between high-level items, but only short-range
interference for low-level items, with both types of interference being weaker across hemifields. Finally,
we show that long-range interference between items appears to occur primarily during perceptual
encoding and not during working memory maintenance. These results are naturally explained by the
distribution of receptive fields and establish a link between perceptual capacity limits and the underlying
neural architecture.
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The processing limitations of human cognition are well estab-
lished: across several modalities (e.g., vision, audition, and so-
matosensation), our ability to perceive, attend to, and remember
multiple items is surprisingly limited (Cowan, 2001; Gallace et al.,
2006; Vitevitch, 2003). Over several decades, many cognitive
models have been developed to explain these limitations (Badde-
ley, 1998; Broadbent, 1958; Deutsch & Deutsch, 1963; Kahneman,
1973). In the domain of visual cognition, contemporary models of
attention and working memory have characterized these capacity
limitations as either a fixed limit on the number of discrete repre-
sentations (Buschman, Seigel, Roy, & Miller, 2011; Cowan, 2001;
Zhang & Luck, 2008), or as a finite, flexible pool of resources
(Alvarez & Franconeri, 2007; Bays & Husain, 2008; Holcombe &

Chen, 2012). Here, we take a different approach to understanding
these limitations by focusing on the functional organization of the
ventral visual stream into representational maps (Franconeri, Al-
varez, & Cavanagh, 2013). More specifically, we examine how the
size, distribution, and response properties of receptive fields con-
strain perception.

A given sensory neuron will only respond to stimuli that activate
certain receptors, which together comprise that neuron’s receptive
field. For example, a neuron in area V1 only responds to light that
falls on a particular set of photoreceptors in the retina. Receptive
fields exist in vision (Wandell et al., 2007), audition (Knudsen,
1982), somatosensation (Graziano & Gross, 1993), and possibly
olfaction (Wilson, 2001). Without question, receptive fields have
been most extensively studied in the ventral pathway of the pri-
mate visual system. Decades of research have revealed several
properties of visual receptive fields. First, receptive fields get
larger at each successive stage of processing. While receptive
fields in V1–V4 range from �2° to �6° in the periphery (Gattass
et al., 1988; Winawer et al., 2010), peripheral inferotemporal (IT)
receptive fields are on average �10° and can be up to �26°
(Distler et al., 1993; Op de Beeck & Vogels, 2000). Second, both
early visual and IT receptive fields have a strong contralateral bias,
though receptive fields beyond V4 do often cross the vertical
meridian (Golomb & Kanwisher, 2012; Kravitz et al., 2008; Wan-
dell et al., 2007). Finally, when multiple objects land in the same
receptive fields, those items compete for the neuron’s response
(Beck & Kastner, 2005; Desimone & Duncan, 1995). Unless
attention is deployed, the neuron’s output will be the average of the
response to the individual items had they been presented individ-
ually (Zoccolan, Cox, & DiCarlo, 2005).

From this, we predict that when multiple items are close enough
in space to land in the same receptive fields, competition between
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those items will lead to degraded perceptual representations and
decreased performance on a behavioral task. If those same items
are repositioned to make them less likely to land within the same
receptive fields, behavioral performance will improve. Critically,
since receptive fields vary in size and in what they respond to, we
predict that these spatial interference effects will vary depending
on the items being processed and the receptive fields that represent
the task-relevant features of those items. For instance, receptive
fields that represent more high-level features (e.g., those found in
faces, scenes, and objects) are much larger than receptive fields
that represent low-level features (e.g., colors, orientations; Kravitz
et al., 2008). Thus, we predict there will be long-range interference
between items comprised of high-level features (e.g., faces), while
only short-range interference will be found with low-level features
(e.g., color).

Conceptually, the framework described here is broadly consis-
tent with the reverse hierarchy theory of perceptual learning
(Ahissar & Hochstein, 2004; Hochstein & Ahissar, 2002). Accord-
ing to this theory, learning starts in higher-level visual regions and
works backward until the region with the highest signal-to-noise
ratio is identified. Here, we suggest that the neural regions with the
most task-relevant perceptual representations (i.e., highest signal)
will depend on the stimuli being processed. For example, we
assume that with a task that requires encoding and comparing
properties of higher-level objects (e.g., face identity), the most
task-relevant representations will be in IT. Conversely, when per-
forming the same task with lower-level features, the critical neural
regions will no longer be in IT cortex, but will instead be in earlier
visual cortex. Here, we suggest that because different parts of the
visual system have differently sized receptive fields, the spatial
interference patterns between items will vary as a function of the
particular stimuli being processed.

To test this hypothesis, participants performed a change detec-
tion task with different types of items (i.e., high-level vs. low-
level) placed in different spatial locations (spaced near vs. far,
within vs. across hemifields). Overall, we found strong evidence
that spatial interference between items depends on the items being
presented, their distance from one another, and their relative loca-
tions in the visual field. These interference patterns were well
predicted by the organization of receptive fields across the ventral
stream, but are not predicted by several cognitive models of
capacity limitations (Alvarez & Franconeri, 2007; Bays & Husain,
2008; Buschman et al., 2011; Cowan, 2001; Holcombe & Chen,
2012; Zhang & Luck, 2008). These results suggest that the orga-
nization of the ventral visual stream into spatial maps limits
perception, specifically the ability to encode multiple items simul-
taneously (Franconeri et al., 2013).

Experiments 1a and 1b

Because high-level receptive fields are relatively large and are
primarily confined to the contralateral hemifield, high-level items
will likely compete with one another when presented within a
visual hemifield (Figure 1a). When those items are presented
across hemifields, but at the same relative spacing, there will be
less competition within a given receptive field. Low-level recep-
tive fields, meanwhile, are small enough that they will often only
encompass one item at a time in these displays. Therefore, the
amount of interference within a receptive field will be less affected

by within-versus across-hemifield presentation (Figure 1b). Thus,
we predicted that there would be hemifield effects for high-level,
but not low-level, visual stimuli.

Method

Equipment. For all experiments, stimuli were presented on a
24-inch LCD monitor with a 60 Hz refresh rate. The position of the
left eye was monitored with a video-based, desk-mounted ISCAN
18937 eye-tracker sampling at 60 Hz. A chin and forehead rest was
used to minimize head movements and maintain a constant view-
ing distance of 57 cm. The experiments were created and con-
trolled on a computer running MATLAB with the Psychophysics
Toolbox (Brainard, 1997; Pelli, 1997). Eye position was streamed
in real time from the eye-tracker to the computer running
MATLAB. Experimental trials would begin only if participants
were fixating on a centralized cross and immediately stopped if
fixation was broken at any point during the trial. If participants
broke fixation, the trial would restart, maintaining the assigned
condition but with new, randomly selected stimuli. The back-
ground color of the screen was gray, with a luminance of 68.5
cd/m2. All responses were made on a keyboard.

Participants. All participants were recruited from the Harvard
University community and reported normal or corrected-to-normal
vision. There were 12 participants for Experiment 1a and two
separate groups of 12 participants used for Experiment 1b (one
group performed the task with colors, another group with Gabors).

Figure 1. Idealized schematic depiction of receptive field size and dis-
tribution at different stages of the ventral visual pathway and the effects of
items being placed in different spatial locations. (a) inferotemporal (IT)
receptive fields (RF) are primarily confined to a visual hemifield and are
large enough to encapsulate multiple items when they land within a
hemifield. When those same items are presented across the hemifields,
there are fewer instances of multiple items in one recefacptive field. (b)
Receptive fields in lower-level cortical regions (e.g., V4) are also con-
tralaterally confined but are often too small to encapsulate multiple items
regardless of whether those items are presented within or across visual
hemifield. To be more consistent with a variety of electrophysiology
results, all receptive fields are drawn to have a slight cone-like shape that
is biased toward or includes part of the foveaf (Motter, 2009; Op de Beeck
and Vogels, 2000).
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Stimuli. In Experiment 1a, stimuli were grayscale pictures of
faces, scenes, and objects matched within category for luminance
and contrast. Faces were photographs of Caucasian individuals
looking directly at the camera, smiling, and facing forward. Scene
stimuli were photographs of buildings, mountains, highways, and
beaches. Both the face and scene stimuli came from a previously
used stimulus set (Cohen et al., 2014). Objects were isolated on a
gray background, matching the background of the screen, which
had a luminance of 68.5 cd/m2.

In Experiment 1b, stimuli were colored squares and oriented
Gabors. There were nine color squares evenly distributed around a
quarter of the circle in CIE L�a�b color space centered at L � 54,
a � 18, b � �8, with a radius of 59. Only a portion of the color
space was used to increase the difficulty and avoid ceiling perfor-
mance. The Gabors were presented at 100% contrast, 1.5 cycles
per degree of visual angle, on a gray background with a luminance
of 68.5 cd/m2.

Within a trial, all items were drawn from the same category
(e.g., four faces, or four Gabors). All stimuli were square 6° �
6° images. The center of all stimuli presented was 11.4° of
visual angle away from the center fixation point. The center-
to-center distance of any two adjacent stimuli was 8.7°. The
faces, scenes, and colors filled the entire square. The objects
were scaled to be as large as possible while still fitting within
this square. Gabors were scaled so that the edges of the Gabor
would fade into the background smoothly while still fitting
within the 6° � 6° square.

Procedure. Participants performed a change detection task
in which they had to detect a change between two successively
presented displays. On each trial, items were presented for 800
ms, followed by a 500 ms blank fixation display, and then by a
second, probe display, which remained until participants re-
sponded using the keyboard (Figure 2a). Visual feedback was
immediately given to let the participant know if that trial was
answered correctly.

Stimuli were arranged either across hemifields or within a
hemifield (Figure 2b). Participants fixated on a central cross
and eye position was monitored with an eye-tracker to ensure
that fixation was maintained. In Experiment 1a, each of the
three stimulus categories appeared equally often in each of the
four configurations (above, below, left, or right of fixation). For
each configuration/stimulus pairing, changes occurred on half

the trials and at each location of each configuration equally
often. On change trials, one image was replaced by a new image
that was not on the first display. All trial types were randomized
within one block. In Experiment 1b, each of the configurations
occurred equally often, with changes occurring on half of the
trials and in each particular location equally often. With the
color displays, a change trial would entail one color being
replaced by another random color from the stimulus set. With
the Gabor displays, a change trial would entail rotating one
Gabor 90°.

In Experiment 1a, there were 10 practice trials and 432 exper-
imental trials. In Experiment 1b, there were 10 practice trials and
312 experimental trials. There were eye-tracker calibration se-
quences that occurred before the practice trials, the experimental
block, and halfway through the experimental trials.

Results and Discussion

Across versus within-hemifield performance was compared
for all stimulus categories. The size and location of the stimuli
were chosen such that high-level receptive fields would encom-
pass multiple items within a hemifield more than across hemi-
fields (Distler et al., 1993; Kravitz et al., 2008; Op de Beeck &
Vogels, 2000). In contrast, most low-level (i.e., V1–V4) recep-
tive fields would be too small to regularly encompass multiple
items (�2° to �8° at 11.4° in the periphery; Gattass et al.,
1988; Winawer et al., 2010). Thus, we predicted that high-level
items, but not low-level items, would be affected by different
hemifield arrangements.

In Experiment 1a, performance was better on across-hemifield
displays than within-hemifield displays for all high-level catego-
ries (faces across d= � 1.07, SEM � 0.14; faces within d= � 0.69,
SEM � 0.15: t(11) � 3.02, p � .05; scenes across d= � 1.48,
SEM � 0.16; scenes within d= � 1.02, SEM � 0.14: t(11) � 3.50,
p � .01; objects across d= � 2.32, SEM � 0.11; objects within
d= � 1.88, SEM � 0.08: t(11) � 3.18, p � .01; Figure 3).
Furthermore, a 3 � 2 analysis of variance (ANOVA) revealed no
difference in the size of the hemifield effect between the catego-
ries, F(2, 10) � .09, p � .92.

While these results are consistent with the receptive field hy-
pothesis, they may simply stem from the existence of independent
attentional resources within each hemifield (Alvarez & Cavanagh,

Figure 2. (a) Example of a single trial from Experiment 1a. In this case, objects are presented across
hemifields, above the fixation point. (b) Stimuli could be arranged in one of four possible configurations: two
across hemifields (above or below fixation) and two within a hemifeld (left or right of fixation).
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2005; Clevenger & Beck, 2014; Delvenne, 2005). Experiment 1b
served to test this possibility by replacing the high-level items with
low-level items: colors and orientations. If the hemifield effect in
Experiment 1a is because of separate attentional resource pools,
this effect should also be observed with colors and orientations.
However, if the hemifield effect is caused by interference within
receptive fields, Experiment 1b should not show this effect be-
cause the displays were designed to minimize the relative number
of instances in which multiple items land within the same V1–V4
receptive fields—areas that are highly sensitive to color and ori-
entation (Figure 1b).

As predicted by the receptive field account, there was no
hemifield effect for colors (across d= � 1.19, SEM � 0.16;
within d= � 1.14, SEM � 0.15: t(11) � 0.78, p � .45) or
orientations (across d= � 1.02, SEM � 0.09; within d= � 0.94,
SEM � 0.08: t(11) � 1.05, p � 0.32) (Figure 3). To compare
Experiments 1a and 1b, the results were averaged across high-
level category for Experiment 1a (where each subject was tested
in each condition, and there were no differences between con-
ditions). We then determined the difference in performance for
the within and between hemifield presentations. These differ-
ence scores were then compared separately to the difference in
performance for the within and between hemifield presentations
for both color and orientation groups of Experiment 1b. A
between subjects t test in both cases showed a significant
interaction between display configuration (across/within-
hemifield) and stimulus type (high-/low-level) when the high-
level items were compared with both colors, t(11) � 4.52, p �
.001 and orientations, t(11) � 4.18, p � .001. These results
demonstrate a clear asymmetry in the spatial interference pat-
terns between high-level and low-level items that is predicted
by differences in the size of receptive fields across the ventral
stream.

Experiment 2

If the hemifield effect in Experiment 1a is the result of compe-
tition within large, high-level receptive fields, a similar effect
should be found with low-level items if they are close enough to
land within individual low-level receptive fields. While Experi-
ment 1b and other previous attempts have failed to find a hemifield

effect with color (Delvenne, 2005; Mance et al., 2012), it is
possible that items were not arranged such that they would simul-
taneously land within the relevant receptive fields.

Participants performed a change detection task with colored
squares presented either across or within hemifields. In addition,
items were presented either closer together or farther apart. Mul-
tiple low-level receptive field size estimates were used to constrain
where the items were placed. Here, we used V4 as a proxy for the
visual area most likely to be directly involved in representing the
color of the squares (Wandell et al., 2007). All items were placed
at an eccentricity of 11.4°. At this distance, V4 receptive fields
have been estimated to be �7° to �8.5° (Gattass et al., 1988;
Smith et al., 2001; Winawer et al., 2010). In the far condition,
items were placed far enough apart (9.8°) so there would be few
cases of multiple items landing within a V4 receptive field. In the
close condition, items were placed close enough (6.3°) so there
would likely be many instances of multiple items landing within
the same V4 receptive fields. Finally, we assume that these smaller
receptive fields are also lateralized, in which case V4 receptive
fields do not span between the left/right hemifield (Gattass et al.,
1988) (Figure 4a, note the absence of receptive fields along the
vertical midline), but do span the upper/lower hemifields (Figure
4a, note the presence of receptive fields along the horizontal
midline). Thus, if receptive field interference caused the pattern of
results observed in Experiments 1a and 1b, there should be a
hemifield effect with colors in the close condition, but not the far
condition.

Method

Participants. Twenty participants were recruited from the
Harvard University community with reported normal or corrected-
to-normal Vision.

Stimuli. The stimuli were 12 2.95° � 2.95° color squares
evenly distributed around 40% of the circle in CIE L�a�b color
space centered at L � 54, a � 18, b � �8, with a radius of 59.
Only a portion of the color space was used to increase the diffi-
culty and avoid ceiling performance. All items were on a gray
background, which had a luminance of 65.1 cd/m2.

Procedure. As was the case with Experiment 1, participants
performed a change detection task in which they had to detect

Figure 3. Results from Experiments 1a and 1b. Twelve participants performed Experiment 1a, another 12
participants performed Experiment 1b with colors, and another 12 performed Experiment 1b with orientations.
Asterisks indicate significant differences (p � .05), within-subjects two-tailed t tests. Error bars reflect
within-subject SEM (Cousineau, 2005).
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changes between two successive displays. The initial display ap-
peared for 800 ms, followed by a 500 ms blank fixation screen, and
then the second, probe display, which remained until participants
responded using the keyboard. Visual feedback was given imme-
diately. Changes occurred on half the trials with changes occurring
at each location of each configuration equally often. On change
trials, one color was replaced by another color that was 52° away
on the color wheel. There were 10 practice trials and 320 experi-
mental trials that were divided into two blocks: the close block and
the far block. Eye-tracking calibration sequences occurred before
the practice trials, the experimental block, and halfway through the
experimental block.

Results and Discussion

As predicted, a hemifield effect was found when the colors were
closer together (across d= � 1.59, SEM � 0.05; within d= � 1.30,
SEM � 0.06: t(19) � 3.98, p � .001), but not when they were
farther apart (across d= � 1.51, SEM � 0.05; within d= � 1.48,
SEM � 0.06: t(19) � 0.39, p � .70; Figure 4). To determine if the
size of the hemifield effect was larger when the colors were closer
than when they were farther apart, we performed a within subjects
t test on the differences between across and within hemifield
presentation for the two conditions. This revealed a significant
difference in the size of the hemifield effect as a function of item
spacing, t(19) � 2.16, p � .05.

Although we only see a hemifield effect for colors when
items are presented close together, the perceptual interference
measured in this experiment should be distinguished from vi-
sual crowding. Crowding is the impaired the ability to identify
a stimulus in the periphery when it is flanked by nearby stimuli,
and typically occurs when the flanking objects are within 0.5 x
the target eccentricity (e.g., if the target is 10° away, crowding
occurs from flankers within 5°; Pelli, 2008; Whitney & Levi,
2011).

To verify that items in the close condition were not crowded, we
replicated the experiment with one change: on every trial, one item
was cued and participants only attended to and remembered that
item.1 Only the cued item could ever change. In this experiment,
performance was near ceiling in each of the four conditions (d= �
3.20; accuracy � 97%), suggesting that the items were not
crowded in the traditional sense. Furthermore, there was no hemi-

field effect in either the far (across d= � 3.24, SEM � 0.05; within
d= � 3.29, SEM � 0.04: t(7) � 0.62, p � 0.56) or close (across
d= � 3.29, SEM � 0.05; within d= � 3.37, SEM � 0.06: t(7) �
0.80, p � 0.45) condition, with no interaction between the condi-
tions, t(7) � 0.99, p � 0.35. To be sure these null findings were
not simply because of differences in the number of participants
between the main experiment and the cue condition, we calculated
the Bayes factor for the hemifield effect in the close condition and
the interaction between the hemifield effects in the close and far
conditions, both of which were significant in the main experiment.
In both cases, the Bayes factor was below .33 (close condition �
0.15; interaction � 0.31), which supports our acceptance of the
null hypothesis (Dienes, 2011). This suggests that the hemifield
effect observed in the close condition was not caused by visual
crowding because participants’ performance was at ceiling in each
of the different conditions. Instead, this suggests that the hemifield
effect was the result of competition between items when attention
was divided across those items. This is consistent with several
physiological results showing that multiple items within the same
receptive field interfere with one another if focal attention is not
deployed (Beck & Kastner, 2005; Desimone & Duncan, 1995;
Scalf & Beck, 2010; Zoccolan et al., 2005). Similar to those
findings, we find that attending to the cued items diminishes the
competition between items and in this case, eliminates the hemi-
field effect.

Experiment 3

In the previous experiments, we examined how receptive fields
affect perception by measuring the behavioral hemifield effect.

1 Color cue condition: Eight new participants performed 192 trials in the
cue condition in which a single item was cued on each trial. In this case,
a white, 8.7° long line was drawn from the fixation point toward an item.
The line appeared 500 ms before the first display and remained the screen
throughout the remainder of the trial. The only item that could change was
the cued item and the cued item changed on half the trials. One of the two
middle locations, where crowding would be maximal, was always cued,
while the two outer locations were never cued. Each of the two middle
items were cued equally often in each of the four configurations. Besides
the presence of the cue and the fact that only the cued item could change,
every aspect of the cue condition was the same as noncued condition (i.e.,
number of trials, presentation duration, etc.).

Figure 4. (a) Idealized schematic of receptive field size in relation to the four conditions of Experiment 2. (b)
Results from Experiment 2. Twenty participants performed the experiment. Asterisks indicate significant
differences (p � .05), within-subjects two-tailed t tests. Error bars reflect within-subject SEM (Cousineau, 2005).
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However, if receptive field competition caused these spatial inter-
ference patterns, we should also find spacing effects within a
hemifield, particularly for low-level stimuli. Because low-level
receptive fields are relatively small, it is possible to move multiple
low-level items in and out of the same receptive fields by moving
them closer together or farther apart (Figure 5a). Thus, behavioral
performance should be worse when low-level items are closer
together. Because IT receptive fields are relatively large (greater
than �20° in the periphery; Op de Beeck & Vogels, 2000; Distler
et al., 1993), moving high-level items closer or farther apart within
a hemifield should have little effect on competition between items
since the items will always remain within the receptive field
regardless of spacing. Thus, behavioral performance for high-level
items should be less sensitive to changes in spacing within a
hemifield.

We used estimates of receptive fields in the literature to con-
strain where the items were placed. In the close condition, items
were close enough (5.5°) that multiple items could fall within a
typical V4 receptive field (�6° to �7.5°, Gattass et al., 1988;
Smith et al., 2001; Winawer et al., 2010). In the far condition,
items were placed far enough apart (12.4°) that a typical V4
receptive field would encompass only one item, but close enough
that a large IT receptive field, would encompass multiple objects.
Thus, changing the spacing of the items should affect the input to
low-level, but not high-level, receptive fields.

Method

Participants. Twenty participants were recruited from the
Harvard University community With reported normal or corrected-
to-normal Vision.

Stimuli. Stimuli were real world objects and colored squares.
The real world objects were grayscaled and matched within cate-
gory for luminance and contrast. The colored squares were the
same ones used in Experiment 2. All stimuli were placed within a
2.95° � 2.95° square. In all conditions, three items were presented
10° away from the fixation point. The center-to-center distance
between adjacent stimuli was 5.5° in the close condition and 12.4°
in the far condition. All items were always presented within a
single hemifield on a given trial with items being presented in the
left and right hemifields equally often in all four conditions. In the

close condition, all items were drawn in the top visual quadrants,
with the middle item in the center of the quadrant (equal distance
from the vertical and horizontal meridians). In the far condition,
the center item was placed on the horizontal meridian with one
other item placed in the top and bottom visual quadrants. All items
were on a gray background, which had a luminance of 65.1 cd/m2.

Procedure. Participants once again performed a change de-
tection task with three items that always appeared within a visual
hemifield. The initial display appeared for 800 ms, followed by a
500 ms blank fixation screen, and then the second, probe display,
which remained until participants responded using the keyboard.
Visual feedback was given immediately. There were four condi-
tions: colors far, colors close, objects far, and objects close. Each
of these conditions was performed in a separate block. Within each
block there were 15 practice and 80 experimental trials. The order
in which these blocks occurred was counterbalanced using a Latin
square design. Changes occurred on half of the trials in each block.
The location of the change item was randomly selected on every
trial from the three possible locations. On color change trials, one
color was replaced by another color that was 39° away on the color
wheel. We limited the number of degrees a color could change on
the color wheel simply to avoid ceiling performance. On object
change trials, one object was replaced by a new, randomly selected
object. Eye-tracking calibration sequences occurred before the
practice and experimental trials of the first block, as well as before
the experimental trials of the third block.

Results and Discussion

As predicted, performance with the colored squares was affected
by moving the items closer or farther apart (far d= � 1.32, SEM �
0.05; close d=� 1.00, SEM � 0.06: t(19) � 4.26, p � .001; Figure
5b). In contrast, moving the objects in the same manner did not
affect performance (far d= � 1.38, SEM � 0.07; close d= � 1.42,
SEM � 0.07: t(19) � 0.34, p � 0.73). In addition, there was a
significant interaction between object type and the size of the
spacing effect, t(19) � 2.67, p � .05.

While these results are consistent with differences in receptive
field sizes, it is again important to ask if these effects can be
explained by crowding. We addressed this by repeating the exper-
iment with a cue that informed participants of where the change

Figure 5. (a) Idealized schematic of receptive field sizes in low-level and high-level regions in relation to the
four conditions of Experiment 3. (b) Results from Experiment 3. Asterisks indicate significant differences (p �
.05), within-subjects two-tailed t tests. Error bars reflect within-subject SEM (Cousineau, 2005). RFs � receptive
fields; IT � inferotemporal.

T
hi

s
do

cu
m

en
t

is
co

py
ri

gh
te

d
by

th
e

A
m

er
ic

an
Ps

yc
ho

lo
gi

ca
l

A
ss

oc
ia

tio
n

or
on

e
of

its
al

lie
d

pu
bl

is
he

rs
.

T
hi

s
ar

tic
le

is
in

te
nd

ed
so

le
ly

fo
r

th
e

pe
rs

on
al

us
e

of
th

e
in

di
vi

du
al

us
er

an
d

is
no

t
to

be
di

ss
em

in
at

ed
br

oa
dl

y.

72 COHEN, RHEE, AND ALVAREZ



might occur.2 Once again, we found that performance in all con-
ditions was near ceiling (d= � 3.10; accuracy � 94%), when a
single item was cued. Furthermore, the presence of the cue elim-
inated all differences between the close and far conditions (colors
far d= � 3.14, SEM � 0.07; colors close d= � 3.17, SEM � 0.13:
t(7) � 0.30, p � 0.78; objects far d= � 3.11, SEM � 0.08; objects
close d= � 3.12, SEM � 0.10: t(7) � 0.12, p � .91; interaction:
t(7) � 0.17, p � .87). Furthermore, we again calculated the Bayes
factor for the spacing effect in the color condition and the inter-
action between the spacing effect in the color and object condi-
tions, both of which were significant in the main experiment. The
Bayes factor was 0.36 for the color condition and 0.32 for the
interaction, which lends support for our acceptance of the null
hypothesis. These results suggest that these spatial interference
effects occur when participants attempt to simultaneously encode
multiple items.

Experiment 4

Finally, we asked if this spatial interference occurs during
sensory encoding or memory maintenance. To answer this, we
asked if a hemifield effect is observed with high-level stimuli
when items are presented either simultaneously or sequentially.
When items are presented simultaneously, they land within the
same receptive fields and compete with one another. When items
are presented sequentially, they never land within the same recep-
tive fields simultaneously because only one item is on the display
at any given time. Thus, if the hemifield effect is caused by
interference within receptive fields only during encoding, there
should only be an effect during the simultaneous condition. How-
ever, because the storage demands are comparable for both con-
ditions, if this competition arises in part because of storage limi-
tations, spatial interference should be observed for both
simultaneous and sequential displays. Items were initially pre-
sented in both conditions for either 200 or 800 ms. Varying the
encoding time enables us to compare the simultaneous and sequen-
tial conditions, matched either in terms of time per item or total
presentation time.

Method

Participants. Two groups of 18 participants performed the
experiment at the two different encoding intervals: 200 ms/800 ms.
Both groups were comprised of participants that were recruited
from the Harvard University community and reported normal or
corrected-to-normal vision.

Stimuli. The object stimuli from Experiment 1 were used for
this experiment; faces and scenes were not used. All items were on
a gray background, which had a luminance of 68.5 cd/m2.

Procedure. In both the simultaneous and sequential condi-
tions, stimuli were presented either across or within the visual
hemifields in the same locations as those in Experiment 1. The
simultaneous condition was similar to Experiment 1 with follow-
ing exceptions: (a) there were four different retention intervals to
match the sequential condition (see below) and (b) only one item
was presented during the second display (i.e., probe display) rather
than four items. Participants indicated whether that particular item
changed using the keyboard. Changes always involved one object
being replaced by a new object that was not present among the four
target items.

In the sequential condition, 500 ms would always pass between
the presentation of the last encoding item and the presentation of
the probe display, which, like the simultaneous condition, only
contained one item. However, the amount of time that would pass
between the initial presentation of an item and its subsequent probe
would vary. Consider the 800 ms condition. In the sequential
block, each individual item was shown one at a time for 800 ms.
If the first item presented was probed, 2,900 ms would pass
between the offset of that item and the probe display. If the last
item was probed, 500 ms would pass. Each temporal position of
the initial presentation (first, second, third, or fourth) was probed
an equal number of times. Thus, in the 800 ms/item condition, the
time between presentation and probe were 2,900, 2,100, 1,300, and
500 ms. In the 200 ms/item condition, the retention intervals were
1,100, 900, 700, and 500 ms. In addition, within each of the four
different spatial configurations of items (i.e., across-above, across-
below, within-left, or within-right), each of the four possible
locations was probed equally often. Thus, subjects could not use
either temporal or spatial information to predict which item would
be probed.

In the simultaneous condition, four items were presented for 200
ms or 800 ms, followed by a variable blank delay that matched the
retention intervals for the sequential displays (200 ms condition:
500 ms, 700 ms, 900 ms, or 1,100 ms; 800 ms condition: 500 ms,
1,300 ms, 1,900 ms, or 2,700 ms; Figure 6a). Varying the retention
interval for the simultaneous condition enabled us to ensure that
the average retention duration for the probed item was matched
between the conditions.

Results and Discussion

For both retention intervals, there was a hemifield effect in the
simultaneous condition (200 ms across d= � 1.76, SEM � 0.07;
200 ms within d= � 1.34, SEM � 0.09: t(17) � 4.11, p � 0.001;
800 ms across d= � 2.05, SEM � 0.09; 800 ms within d= � 1.68,
SEM � 0.09: t(17) � 2.70, p � 0.05), but not in the sequential
condition (200 ms across d= � 1.95, SEM � 0.06; 200 ms within
d=� 1.85, SEM � 0.09: t(7) � 1.17, p � 0.26; 800 ms across d=�
2.34, SEM � 0.08; 800 ms within d=� 2.28, SEM � 0.10: t(17) �
0.52, p � 0.61; Figure 6b). We then performed a 2 � 2 ANOVA
on presentation (simultaneous vs. sequential) and stimulus location
(across vs. within hemifield) with the presentation durations (200
ms vs. 800 ms) entered as random factors because they were
carried out with two sets of participants. In this case, the interac-
tion between stimulus presentation and display configuration was
significant (F(1, 35) � 6.68, p � 0.05), while the interaction
between stimulus presentation, display configuration, and display
duration was not, F(1, 35) � 0.01, p � .99. These results suggest
that stimuli appear to compete with one another primarily during
encoding, and not during memory maintenance. It is also worth

2 Object cue condition: Eight new participants performed 192 trials in
the cue condition in which a single item was cued on each trial. One item
was cued by a white, 8.7° long line that was drawn from the fixation point
toward an item. The line appeared 500 ms before the first display and
remained the screen throughout the remainder of the trial. Besides the
presence of the cue and the fact that only the cued item could change, every
aspect of the cue condition was the same as noncued condition (i.e.,
number of trials, presentation duration, etc.). Only the center item was ever
cued and thus only the center item could ever change.
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noting that there was a main effect of presentation format with
performance on the sequential conditions being greater than per-
formance on the simultaneous conditions, F(1, 35) � 20.44, p �
.001. This is consistent with previous results showing that present-
ing items sequentially improves visual short-term memory (STM)
performance (Ihssen et al., 2010; Shapiro & Miller, 2011). This
further supports the notion that interference between items occurs
during encoding and not maintenance.

Of interest to the authors, this finding differs from a previous
result, which found a hemifield effect with both simultaneous and
sequential presentations (Umemoto et al., 2010). One possible
reason for this discrepancy may stem from the fact that this
previous finding required participants to remember the orientation
of target items, while we had participants encode object identity. It
is possible that these tasks rely on different neural networks and
there are differences in the hemifield effect (i.e., competition
during encoding or maintenance) depending on the relevant corti-
cal region. The task used by Umemoto and colleagues potentially
relied more heavily on the dorsal visual pathway, where represen-
tations of location and spatial information are more precisely
encoded (Ungerleider & Mishkin, 1982). The task reported here,
meanwhile, likely relied on the ventral pathway, because object
identities had to be processed, and spatial information was not a
critical factor. Thus, it is possible that hemifield effects stemming
from the ventral pathway occur primarily during encoding because
items can only compete with one another in receptive fields during
the initial encoding process. Meanwhile, hemifield effects stem-
ming from the dorsal pathway likely arise for different reasons
(i.e., asymmetries in spatial suppressive effects during attentional
selection, see below for extended discussion) and can constrain
visual cognition during both encoding and maintenance. Of course,
this explanation is merely speculation and future research will be
needed examine this issue.

Discussion

We asked if receptive field competition limits the ability to
encode multiple items simultaneously. To test this, we made

stimulus-specific predictions for the degree of interference that
should be observed between items at different locations (e.g.,
different predictions for faces vs. color patches), based on the
known size and spatial distribution of receptive fields. We found
evidence consistent with the idea that receptive fields in the ventral
visual stream limit the ability to perceive multiple items simulta-
neously. Specifically, both high-level and low-level items show
greater interference within a hemifield than across hemifields
(Experiments 1 and 2), with interference operating over a long-
range for high-level items, and short range for low-level items
(Experiment 1–3). These interference effects disappear when at-
tention is directed to one particular item (Experiments 2 and 3) and
appear to reflect limits on the ability to simultaneously encode
multiple items (Experiment 4).

It should be stressed that the different spatial interference effects
we observe are not necessarily inherent to certain stimulus cate-
gories (e.g., faces). Instead, it is likely that both the stimuli and the
task being performed will determine the interference between
items. Consider a hypothetical change detection experiment in
which every face was a different color, such that whenever a face
changes, the color changes. In this case, because participants could
perform the task by noticing changing colors, the critical receptive
fields may be in a region like V4, and so we might only observe
short-range inference. Meanwhile, if the task relied on processing
facial identity, IT would become critical and we would then
observe long-range interference. Thus, isolating higher levels of
representation requires constructing stimuli in which low-level
feature differences are minimized.

Anatomical Constraints of Both Visual Streams

Considerable research has investigated the benefits of present-
ing information across the two visual hemifields. Typically, visual
hemifield effects are attributed to separate pools of attention in
each cerebral hemisphere (Luck et al., 1989). Many tasks demon-
strating attentional hemifield effects have significant spatial de-
mands (Alvarez & Cavanagh, 2005; Buschman et al., 2011; Del-
venne, 2005; Umemoto et al., 2010). Oftentimes, if those spatial

Figure 6. (a) Example of the sequential condition (left panel) and the simultaneous condition (right panel)
when presented for 800 ms/item, and matched in terms of the storage duration of the probed item. In this
example, the third item in the sequential trial is subsequently tested. Thus, to match the amount of time between
the initial presentation of this item and the test display, the retention interval in the simultaneous trial is adjusted.
This was done across all possible retention intervals in both the 200 ms/item and 800 ms/item conditions. (b)
Results from Experiment 4 for the two presentations durations (200 ms/item and 800 ms/item) for both
simultaneous and sequential presentations. Eighteen participants performed the experiment at the 200 ms
duration and another 18 participants performed the experiment at the 800 ms duration. Asterisks indicate
significant differences (p � .05), within-subjects two-tailed t tests. Error bars reflect within-subject SEM
(Cousineau, 2005).
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demands are removed, the hemifield effects disappear (Alvarez et
al., 2012; Awh & Pashler, 2000; Delvenne & Holt, 2012). The
need for spatial demands to elicit hemifield effects is potentially
because of the surround suppression mechanisms associated with
attention. When an object is attended to, the regions surrounding
that object are actively suppressed and inhibited (Hopf et al., 2006;
Störmer & Alvarez, 2014). It may be the case that attending to an
object in one hemifield suppresses other information within that
hemifield, but does not suppress information in the other hemi-
field; thus, a benefit for presenting stimuli across hemifields but
not within hemifields. The reason there is this strict hemifield
divide is that a variety of attentional networks are located in the
parietal lobe, which has been shown to have weaker communica-
tion between the two cerebral hemispheres than the ventral stream
(Ungerleider & Mishkin, 1982). With this fact in mind, it is natural
to think that hemifield effects will not be found with tasks that rely
on the ventral pathway since (a) the tasks we used have no spatial
demands and (b) the two cerebral hemispheres are relatively well-
connected compared with the dorsal stream. Counter to this pre-
diction, however, we still found consistent hemifield effects with
these identity-based tasks that are likely supported by the ventral
pathway. We suggest that these particular effects are because of
competition within ventral stream receptive fields (Clevenger &
Beck, 2014; Torralbo & Beck, 2008). Thus, we propose that both
visual pathways impose anatomical constraints on visual cognition
in different ways. Under this view, the dorsal stream constrains
cognition because attentional suppressive mechanisms that are
implemented in the two, separate hemispheres of the parietal lobe.
The ventral stream, meanwhile, constrains cognition from compe-
tition within receptive fields.

The Nature of Receptive Field Interference

When multiple items land within a receptive field, the neuronal
output will be the average of the neuron’s response to the constit-
uent items when those items are presented in isolation (Zoccolan et
al., 2005). This averaging process will result in representations of
those particular items that are less precise. What exactly happens
to the representations of the individual items when they land
within a single receptive field? One possibility is that the features
of the different items will be pooled together, resulting in a
representation based largely on the items’ summary statistics (Al-
varez, 2011). Another possibility is that this averaging process will
lead to an increase in binding errors. In support of this, it was
recently found that presenting multiple colors close to one another
in a working memory task increased the number of binding errors
between a stimulus and its location (Emrich & Ferber, 2012).
Isolating the exact nature of the interference between items will
require more precise measures of the content of representations
that are formed when multiple items are encoded simultaneously.

Relation to Crowding

The spatial interference patterns reported here resemble those
seen in visual crowding. Crowding is an impaired ability to rec-
ognize peripheral items among clutter and is thought to occur
because of feature integration over an inappropriately large area of
peripheral space. Traditionally, this overintegration is thought to
occur if objects are presented too close to one another in early

visual cortex (Pelli, 2008; Whitney & Levi, 2011). When multiple
items land within early visual integration/receptive fields, the
integration of features prevents the identification of target items
among distractors.

While it is unclear if the results reported here are because of
feature integration or an increase in binding errors, we suggest that
these effects represent a type of “later-stage crowding.” When
attention is divided across multiple items, those items “crowd” one
another and decrease performance on a perceptual task. On this
account, crowding appears to be a ubiquitous process that affects
visual processing at multiple levels of the visual hierarchy. How-
ever, the critical difference between classical crowding and the
later-stage crowding effects observed here is the role of attention.
In classical crowding, while precuing attention to the target may
slightly reduce the critical distance between the target and distrac-
tors (Yeshurun & Rashal, 2010; but see Scolari et al., 2007), it
does not completely eliminate crowding (Whitney & Levi, 2011).
However, in Experiments 2 and 3 in this study, we found that
participants had no problem identifying the target regardless of
what kind of item it was (i.e., color patch or object) when it was
precued, and performance was at ceiling in all precued conditions.
These results suggests that these items are not crowded in the
traditional sense and also show that competition between items
that land within large receptive fields (relative to, say, V1) is
resolved by attention. This is likely caused by attention eliminating
unwanted, unattended inputs to high-level receptive fields (Desi-
mone & Duncan, 1995), presumably by modulating input from or
activity in lower-level regions.

Relation to Models of Attention and Working Memory

Focusing on the underlying neural architecture of the visual
system provides critical constraints on various models of cogni-
tion. For example, prominent models of visual attention and work-
ing memory propose that attention and memory are limited by
either a fixed number of discrete representations (Buschman et al.,
2011; Cowan, 2001; Zhang & Luck, 2008) or a limited amount of
cognitive resources (Alvarez & Franconeri, 2007; Bays & Husain,
2008; Holcombe & Chen, 2012). However, in their current form,
neither model would explicitly predict the pattern of spatial inter-
ference effects observed here. These results do fit well with models
in which perceptual limitations are based on competition within
feature maps (Franconeri et al., 2013; Reddy & VanRullen, 2007;
Scalf & Beck, 2010; Scalf, Torralbo, Tapia, & Beck, 2013; Van-
Rullen et al., 2005). However, because we found interference
effects during simultaneous presentation, but not sequential pre-
sentation, it appears that map-interference plays a role in percep-
tual encoding more so than for memory maintenance.

Conclusion

Based on the current results, we propose that cognitive models
of attention and working memory need to account for stimulus-
specific differences in perceptual encoding. Otherwise, such mod-
els risk misattributing differences in performance across stimuli to
higher-level cognitive processes. Overall, we suggest that the
present results demonstrate how psychologists can benefit from
considering findings from neuroscience. Abstract models of cog-
nition can be clarified and refined by focusing on neural imple-
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mentations (Alvarez et al., 2012; Torralbo & Beck, 2008). In
addition, findings from neuroscience can also lead to the formation
of novel psychological hypotheses that would not otherwise be
developed and tested.
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